Increased robustness for fluidic self-assembly
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Self-assembly methods have been developed at the micro- and nanoscale to create functional structures from subelements stochastically dispersed in a fluid. Self-assembly paradigms have limitations in terms of achievable complexity of the final structure, ability to perform error correction, and scalability. Fluidic self-assembly attempts to overcome these limitations by incorporating a controlled flow structure and/or complex geometric interactions to improve the assembly rate and the specificity of the final positioning. Since the initial position and orientation of a subelement in a stochastic system are indeterminate, the most robust of these schemes are those for which the dependence on the initial condition will be the weakest. In this paper we develop an analytical/numerical model for the fluid forces and torques on a two-dimensional subelement involved in a fluidic self-assembly process and describe the translational and rotational motions of the element due to these forces. We use this model to determine optimal subelement shapes and flow conditions that lead to successful assembly over the broadest range of initial conditions. We quantify the degree to which assembly has been successful by introducing two docking parameters that are descriptive of how close the final subelement position is to the ideal case. Robust self-assembly schemes were developed for the assembly of different tile shapes. This approach to evaluate a self-assembly process based on the final subelement position can be applied to other fluidic self-assembly techniques. © 2008 American Institute of Physics. [DOI: 10.1063/1.2957712]

I. INTRODUCTION

As an alternative to traditional “top-down” fabrication techniques,1 self-assembly2,3 is a “bottom-up” method whereby a target structure is constructed from a set of small scale subelements with as little external intervention as possible. The subelements represent the fundamental building blocks of the final device and can be manufactured or synthesized at any time prior to the final assembly. Top-down device fabrication approaches based on lithography are essentially two dimensional (2D) in nature and require that the various components of a device be manufactured using compatible fabrication technologies. Self-assembly offers distinct advantages over these top-down fabrication techniques in that they enable the fabrication of three dimensional (3D) structures4 from nonuniform subelements. This could potentially enable designers to build devices comprising complex arrays of different materials or functionalities which would be impossible to achieve using traditional microfabrication techniques.5 These self-assembly techniques also offer potential advantages at the microscale over traditional pick and place methods including spatial resolution (since very small subelements can be synthesized), higher assembly rates (due to increased parallelism), lower device costs (since the amount of infrastructure required can be lower), and fewer problems with undesired adhesion.6

Various self-assembly paradigms exist that make use of interelement affinities in scales ranging from the mesoscopic to the macroscopic.7 These affinities include noncovalent attractions such as van der Waals, hydrophobic, and Coulomb interactions, as well as covalent interactions.3,8,9 More recently, fluid based interactions have been studied as the driving mechanism for self-assembly that can be classified under fluidic self-assembly. Capillary interactions that are based on the minimization of free energies at interfacial areas have been used to carry out assembly of components at fluid interfaces as well as in suspension.10,11 These interactions have been used to fabricate devices with micromirrors12 and light emitting diodes.13,14 Fluidic self-assembly has also been applied to the assembly of patterned subelements on a substrate using shape matching, where a suspension of components is made to flow across a substrate having indentations complementary to the shape of the components, causing the components to fall into and subsequently bind to the indentations.15,16 Finally, fluid forces have been coupled with other forces such as colloidal interactions,17 magnetic forces,18,19 and optical forces20 to extend fluidic self-assembly to a broader range of assembly applications.

The self-assembly methods described above are largely stochastic in nature and rely on large component numbers to carry out successful assembly and reduce errors. This approach has certain drawbacks. These techniques lend themselves well to the building of regular structures rather than irregular shapes which reduces the scope of applications for these methods. Additionally, as the complexity of the target structure increases, more distinct types of pieces are needed to carry out assembly, lowering the selectivity of intercomponent affinities and increasing the probability of error. Finally, since the affinity between two components is often

---
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shape dependent, the shape of the assembling components must be carefully designed for each new target structure, which makes these self-assembly procedures less robust and scalable.

We have recently developed a semidirected deterministic assembly process, directed hierarchical fluidic self-assembly (DHFSA), which attempts to address these shortcomings.\textsuperscript{21,22} In this method, the assembly of subelements takes place in a microfluidic chamber with directed fluid motion being the driving mechanism for the assembly. The chamber is lined with an array of ports along its sides through which fluid can flow into and out of the chamber. The motion of fluid exerts both force and torque on an assembling component, resulting in a translational and an angular velocity that move it to the target location. Figure \textbf{1} is a schematic showing of our concept of DHFSA. The assembling components shown here are 2D subelements (which we refer to as tiles herein), though assembly can be extended to three dimensions. The process begins with fluid flow into one of the substrate ports attracting a tile moving stochastically in the fluid toward it [Fig. \textbf{1(a)}]. Once the tile attaches to the substrate, it can draw power from the substrate to activate on-board valves and direct fluid flow through internal channels in the tile [Fig. \textbf{1(b)}]. This sink flow creates a local “attraction basin” along one of the tile faces, thus controlling the physical location where the next tile attaches [Fig. \textbf{1(b)}]. The tiles join together through a reversible mechanical interaction. This process is continued to yield the desired target structure [Figs. \textbf{1(c)} and \textbf{1(d)}]. Validating the feasibility of the above concept, we have demonstrated the assembly and manipulation of passive tiles using DHFSA and have also carried out fabrication work to implement mechanical latches and electronic functionality on silicon tiles,\textsuperscript{22} as well as a valving mechanism based on on-board microvalves.\textsuperscript{21} On-board electronic functionality allows a tile to draw power from the substrate to activate the microvalves on the tile, thus paving the way for the DHFSA system described above. Using DHFSA, it is possible to implement error correction measures to reject incorrectly assembled components and replace them with new parts, which is difficult to do using traditional self-assembly techniques. Since the tiles are themselves lithographically patterned, it is possible to implement microelectromechanical system functionality, chemistry, and microfluidics on the assembling components. These robust, scalable properties allow us to apply DHFSA to the assembly of novel laboratory-on-a-chip devices, new materials, and autonomously reconfigurable microsystems.

In self-assembly methods (including DHFSA) the initial position and orientation of a subelement involved in an assembly event are stochastic and therefore indeterminate. This complicates the overall process since the localized flow structure which guides the final assembly process (referred to herein as “docking”) will be successful only over a narrow range of initial conditions. Subelements which enter the attraction basin surrounding the docking position outside of this range will either not assemble or assemble incorrectly, resulting in a structural error. As such the most robust and rapid assembly scheme is one in which a successful assembly event can be assured for the widest range of initial conditions.

In this paper we describe the development of an analytical model describing the motion of a solid tile in a high aspect ratio microchamber (Fig. \textbf{2}). Using numerical simulations this tile is subject to a range of different flow conditions and docking geometries with the goal of determining the conditions which maximize the range of initial positions and orientations that result in successful assembly. Previous work on modeling the driving force in a self-assembly process has been carried out for processes driven by magnetic forces,\textsuperscript{23–25} evaporation induced self-assembly,\textsuperscript{26} and surface tension or capillary effects.\textsuperscript{27–29} However, the effect of modulating fluid
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\includegraphics[width=\textwidth]{fig1.png}
\caption{Schematic depicting DHFSA. (a) shows the attraction of a tile, moving stochastically in the fluid, to the substrate; (b) and (c) depict the building of the target structure by controlling the attraction basin through on-board valving; (d) shows the final assembled structure.}
\end{figure}
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\caption{Schematic of assembly chamber with magnified view of tile showing area vectors.}
\end{figure}
motion as an active mechanism for self-assembly has not to our knowledge been previously studied. Authors\textsuperscript{27-29} have studied the modeling of capillary effects and the design of suitable binding sites for their assembly procedure based on this model. Their approach to the characterization of successful docking and corresponding binding site design is based on free energy minimization (i.e., a good binding site design in one where the free energy of the system on docking has a unique minimum over the broadest range of initial tile orientations and positions). This approach works well for equilibrium driven self-assembly processes but is difficult to apply to dynamic (i.e., nonequilibrium) processes such as DHFSA. Instead, in order to quantitatively evaluate a successful assembly event in DHFSA, we introduce a set of “docking parameters” which serve to quantify successful assembly.

II. MATHEMATICAL MODEL

A solid body in a fluid medium experiences a translational force and a rotational torque as a result of the shear and pressure forces incident on it. Consider a solid tile in a chamber as shown in Fig. 2. The $x$ and $y$ dimensions of the body are $l$, while the $z$ dimension thickness of the body is $2h$, where $2h \ll l$. The $x$ and $y$ dimensions of the chamber are $\sim L$ while the $z$ dimension is $2H \ll L$. The chamber has fluid inlet ports along its sides which can be opened to allow fluid to enter or leave the chamber or closed off to prevent fluid flow through them.

The fluid velocity $v$ within the chamber is governed by the continuity and Navier–Stokes equations, which for a constant property Newtonian fluid of density $\rho$ and viscosity $\mu$ are given by Eqs. (1) and (2), respectively,

$$\nabla \cdot v = 0,$$

$$\rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) = -\nabla p + \mu \nabla^2 v.$$  

The linear, $a$, and angular, $\alpha$, accelerations of the body within this flow field are calculated using the total stress tensor as

$$a = \frac{F_{\text{tile}}}{m_{\text{tile}}} = \frac{1}{m_{\text{tile}}} \left( -\int_S \rho I \cdot dS + \int_S \tau \cdot dS \right),$$

$$\alpha = \frac{T_{\text{tile}}}{I_{\text{tile}}} = \frac{1}{I_{\text{tile}}} \left( -\int_S \mathbf{r} \times \rho I \cdot dS + \int_S \mathbf{r} \times \tau \cdot dS \right),$$

where $F$ and $T$ are the force and torque on the tile, respectively, the subscript $p$ refers to pressure force or torque, the subscript $v$ refers to viscous force or torque, $p$ is the pressure, $\tau$ is the viscous stress tensor, $I$ is the identity tensor, $S$ is the total surface area of the tile, $\mathbf{r}$ is a vector from the center of the tile to the boundary, $m_{\text{tile}}$ is the mass of the tile, and $I_{\text{tile}}$ is the moment of inertia tensor of the tile. The translational velocity $u$ and angular velocity $\omega$ of the body can be found from $a$ and $\alpha$ using a first order scheme as

$$u^{t+\Delta t} = u^t + a^t \Delta t,$$

$$\omega^{t+\Delta t} = \omega^t + \alpha^t \Delta t.$$
$$v_x = v'_x \left(1 - \frac{z^2}{H^2}\right),$$

$$v_y = v'_y \left(1 - \frac{z^2}{H^2}\right),$$

(6)

where $v'_x$ and $v'_y$ are the peak velocities of the parabolic flow at the $z=0$ midplane. Since $v'_z=0$, the $z$ momentum equation reduces to $\partial p/\partial z=0$ and hence pressure does not vary with $z$.

With the above assumptions we can revise the $x$ momentum equation by substituting Eq. (6) into Eq. (2) such that

$$\rho\left(\frac{\partial v'_x}{\partial t} + v_x \frac{\partial v'_x}{\partial x} + v_y \frac{\partial v'_x}{\partial y}\right) = -\frac{\partial p}{\partial x} + \mu \left(\frac{\partial^2 v'_x}{\partial x^2} + \frac{\partial^2 v'_x}{\partial y^2}\right) \left(1 - \frac{z^2}{H^2}\right) - 2\mu \frac{v'_y}{H^2},$$

(7)

which at $z=0$ reduces to

$$\rho\left(\frac{\partial v'_x}{\partial t} + v_x \frac{\partial v'_x}{\partial x} + v_y \frac{\partial v'_x}{\partial y}\right) = -\frac{\partial p}{\partial x} + \mu \left(\frac{\partial^2 v'_x}{\partial x^2} + \frac{\partial^2 v'_x}{\partial y^2}\right) - 2\mu \frac{v'_y}{H^2}.$$  

(8a)

Similarly, the $y$ momentum equation can be written as

$$\rho\left(\frac{\partial v'_y}{\partial t} + v_x \frac{\partial v'_y}{\partial x} + v_y \frac{\partial v'_y}{\partial y}\right) = -\frac{\partial p}{\partial y} + \mu \left(\frac{\partial^2 v'_y}{\partial x^2} + \frac{\partial^2 v'_y}{\partial y^2}\right) - 2\mu \frac{v'_y}{H^2}.$$  

(8b)

Equations (8a) and (8b) represent the modified momentum equations that describe the flow in the midplane of the chamber. The flow structure described by these equations is essentially 2D in nature, although the flow varies in all three dimensions. Solving for the full 3D Navier–Stokes equations described by Eq. (2) is computationally expensive, especially since our process of simulation requires the mesh to be updated at each time step as the tile moves through the fluid. Equations (8a) and (8b), on the other hand, describe our system in two dimensions while capturing the relevant 3D effects and reducing computational time in the process. The approach used to derive the above equations is similar to that used in classical lubrication theory\textsuperscript{39} and in the modeling of flow in a Hele–Shaw cell.\textsuperscript{40}

Subject to the assumptions outlined above, it can be shown that the total linear force on the tile, $F$, comprises of the summation of the pressure and shear forces acting on its sides (surface $S_1$), $F_{p,S_1}$ and $F_{v,S_1}$, respectively, and the shear forces on the upper and lower faces (surface $S_2$), $F_{v,S_2}$, resulting from the flow over and under the tile. Figure 2 shows the tile and its surfaces in detail. There is no pressure force on surface $S_2$ since the pressure is invariant in the $z$ direction. The torque on the tile can be expressed similarly, such that

$$F = F_{p,S_1} + F_{v,S_1} + F_{v,S_2}, \quad (9a)$$

$$T = T_{p,S_1} + T_{v,S_1} + T_{v,S_2}. \quad (9b)$$

The pressure force $F_{p,S_1}$ is given by the integral of the pressure about the circumference of the tile via

$$F_{p,S_1} = -\oint_{S_1} \rho(x,y) dS_1$$

$$= -\oint_c \rho(x,y) ndC \int_{-h}^{h} dz$$

$$= -2h\oint_c \rho(x,y) dC, \quad (10a)$$

where $S_1$ is the surface area along the sides of the tile, $dS_1$ is an area vector element on the side of the tile, $|dS_1|=(dz) \times (dC)$ where $dC$ is a length element along the circumference of the tile, $dz$ is a length element along the $z$ axis, $n$ is the normal along $dS_1$ (Fig. 2), and $p(x,y)$ is the $x–y$ pressure field. Similarly, the torque due to pressure, $T_{p,S_1}$, on the sides of the tile is given by

$$T_{p,S_1} = -\int_{S_1} r \times \rho(x,y) dS_1$$

$$= -\oint_c r \times \rho(x,y) dC \int_{-h}^{h} dz$$

$$= -2h\oint_c r \times \rho(x,y) dC. \quad (10b)$$

The viscous force $F_{v,S_1}$ on the sides of the tile is given by

$$F_{v,S_1} = \oint_{S_1} \tau \cdot dS_1 = \oint_{S_1} \mu \nabla \cdot \tau \cdot dS_1.$$  

(11a)

Substituting Eq. (6) in the above equation, we have

$$F_{v,S_1} = \mu \oint_{S_1} (\nabla \cdot \tau \cdot dS_1)$$

$$= \mu \oint_c (\nabla \cdot \tau \cdot dC) \int_{-h}^{h} \left(1 - \frac{z^2}{H^2}\right) dz$$

$$= \mu \oint_c (\nabla \cdot \tau \cdot dC), \quad (11b)$$

where

$$\beta = \int_{-h}^{h} \left(1 - \frac{z^2}{H^2}\right) dz. \quad (11c)$$

For instance, for a 30 $\mu\text{m}$ tile ($h=15 \mu\text{m}$) in a 50 $\mu\text{m}$ chamber ($H=25 \mu\text{m}$), $\beta=26.4 \mu\text{m}$. Similarly, the viscous torque $T_{v,S_1}$ on the sides of the tile is given by

$$T_{v,S_1} = \mu \oint_c r \times (\nabla \cdot \tau \cdot dC). \quad (11d)$$

As mentioned above, in addition to the force and torque on the sides of the tile, the flow above and below the tile exerts an additional shear force. We can separate the flow...
field above and below the tile into two independent components. First, the fluid motion in the chamber which causes a flow velocity \(v_r\) above and below the tile. Second, it is affected by the motion of the tile itself, which causes a flow velocity \(v_t\) above and below the tile. Figure 3 is a schematic showing these velocities. Let \(b\) = \(H - h\) be the free fluid space above or below the tile in the chamber and \(z\) be the coordinate denoting distance from the tile surface to the chamber wall.

The \(v_r\) component of fluid velocity will assume a parabolic shape because it is due to the pressure difference between the upstream and downstream ends to the tile. Let \(\nabla p_t\) be the pressure drop per unit length across the top of the tile. Then the fluid flow is given by

\[
v_r = -\frac{b^2}{2\mu} \left(\frac{z}{b} - \frac{z^2}{b^2}\right) \nabla p_t.
\]  

(12a)

Similarly, the \(v_t\) component of fluid velocity can be expressed as a Couette flow profile, with

\[
v_t = u_{tile} \left(1 - \frac{z}{b}\right),
\]  

(12b)

where \(u_{tile}\) is the tile velocity. The net viscous force on the top and bottom tiles due to \(v_r\), \(F_{v,S_{2b}}\), is given by

\[
F_{v,S_{2b}} = 2\mu \int_{S_2} \frac{\partial v_r}{\partial z} \bigg|_{z=0} |dS_2|
= -b^2 \int_{S_2} \left(\frac{1}{b} - \frac{z}{b^2}\right) \nabla p_t|dS_2|
= -b \int_{S_2} \nabla p_t|dS_2|
= \left(\frac{b}{2h}\right) \left(-2h \int_C p(x,y)n dC\right)
= F_{p,S_1} \left(\frac{b}{2h}\right),
\]  

(13a)

where we have used the definition of \(F_{p,S_1}\) [Eq. (10a)]. We have used the divergence theorem here to convert the surface integral to an integral over the circumference of the tile.

Similarly, the net viscous force on the top and bottom tiles due to \(u_{tile}\), \(F_{v,S_{2b}}\), is given by

\[
F_{v,S_{2b}} = 2\mu \int_{S_2} \frac{\partial v_t}{\partial z} \bigg|_{z=0} |dS_2|
= -\frac{2\mu l^2 u_{tile}}{b}. \tag{13b}
\]

To calculate the viscous torque on the top and bottom of the tile, we use a slightly different approach. We consider the torque to be due to the fluid velocity, \(v_r\) (similar to our previous approach), and due to the rotation of the tile, \(\omega_t\). The torque on the tile due to \(v_r\), \(T_{v,S_{2b}}\), is given by

\[
T_{v,S_{2b}} = 2\mu \int_{S_2} r \times \frac{\partial v_r}{\partial z} \bigg|_{z=0} |dS_2|
= -b \int_{S_2} r \times \nabla p_t|dS_2|
= T_{p,S_1} \left(\frac{b}{2h}\right), \tag{14a}
\]

where \(T_{p,S_1}\) is defined in Eq. (10b). Again, we have used the divergence theorem to convert the surface integral to an integral over the tile boundary.

The torque due to the rotation of the tile can be found by assuming that the tile is a disk of radius \(R(R=1/\sqrt{\pi})\). The velocity profile at a point on the tile with radius \(r\) is given by

\[
v_t = \omega_{tile} \times r \left(1 - \frac{z}{b}\right).
\]  

(14b)

The torque due to the rotation of the tile, \(T_{v,S_{2b}}\), is therefore given by

\[
T_{v,S_{2b}} = 2\mu \int_{S_2} r \times \frac{\partial v_t}{\partial z} \bigg|_{z=0} |dS_2|
= -2\mu \int_0^{2\pi} \int_0^R r \times (\omega_{tile} \times r) r dr d\theta
= -4\mu \pi \int_0^R r \times (\omega_{tile} \times r) r dr
= -\frac{\mu \pi \omega_{tile} R^4}{b}. \tag{14c}
\]

Finally, the net force and torque on the tile are given by

\[
F = -2h \int_C p(x,y)n dC + \mu \beta \int_C (\nabla v' \cdot n) dC + F_{p,S_1} \left(\frac{b}{2h}\right)
- \frac{2\mu l^2 u_{tile}}{b}, \tag{15a}
\]

\[
T = -2h \int_C r \times p(x,y)n dC + \mu \beta \int_C (\nabla v' \cdot n) dC + T_{p,S_1} \left(\frac{b}{2h}\right) - \frac{\mu \pi \omega_{tile} R^4}{b}. \tag{15b}
\]
TABLE I. Summary of forces and torque experienced by a solid tile in a fluidic chamber.

<table>
<thead>
<tr>
<th>Force</th>
<th>Torque</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tile sides</td>
<td>Due to pressure</td>
</tr>
<tr>
<td></td>
<td>Due to viscosity</td>
</tr>
<tr>
<td>Top and bottom of tile</td>
<td>Due to fluid velocity</td>
</tr>
<tr>
<td></td>
<td>Due to tile velocity</td>
</tr>
</tbody>
</table>

In order to model our system in 2D simulations, we solve the modified Navier–Stokes equations, Eqs. (8a) and (8b). Instead of using Eqs. (3a) and (3) to update the tile position, we use Eqs. (15a) and (15b). The rest of the simulation procedure remains the same as previously discussed. The forces on the tile are summarized in Table I.

III. VALIDATION OF 2D MODEL

In order to validate the above 2D model, we compared the results of our 2D simulations with 3D simulations for different tile thicknesses, positions, inlet velocities, and tile velocities and compared the pressure and viscous force exerted on the tile. The simulations were carried out using the commercial software FLUENT, with the modified force and torque terms on the tile given by Eqs. (8a) and (8b). In all cases grid independence studies were performed to ensure that mesh density was sufficient.

In these simulations tiles with $l=500 \mu m$ and $h=30, 45$, and $50 \mu m$ were used in a chamber of dimensions of $3\, \text{mm} \times 5\, \text{mm} \times 50\, \mu m$. The fluid flow was such that the upper part of the chamber acted as an inlet, while the lower part of the chamber acted as an outlet as shown in Figs. 4(a) and 4(c). Three cases were considered with midplane inlet velocities of $V_{2D}=1.5 \times 10^{-2}, -1.5 \times 10^{-3},$ and $-1.5 \times 10^{-4}\, \text{m/s}$, which corresponded to the peak velocities for the corresponding 3D simulations which had a parabolic inlet profile.

Simulations were carried out with no tile velocity, as well as ascribed translational and rotational tile velocities. In the case of translational velocity, we ascribed a tile velocity $u_{tile}=10^{-3}\, \text{m/s}$ in the $y$ direction and positioned the tile as shown in Fig. 4(a) (scheme I), while for the rotating tile, we set the tile angular velocity $\omega_{tile}=10^{-2}\, \text{rad/s}$ in the $z$ direc-

FIG. 4. (Color online) Comparison of 2D and 3D steady state simulations. (a) Scheme I: Tile position is $(-250\, \mu m, 2500\, \mu m)$, and a translational velocity $u_{tile}=10^{-3}\, \text{m/s}$ was added to the tile. (b) shows the variation in $F_y$ force with fluid velocity for scheme I. (c) Scheme II: Tile position is $(-250\, \mu m, 1000\, \mu m)$, and a rotational velocity $\omega_{tile}=10^{-2}\, \text{rad/s}$ was added to the tile. (d) shows the variation in torque with fluid velocity for scheme II.
IV. RESULTS AND DISCUSSION

The goal of this paper was to use the model developed above to study the effect of tile shape, chamber geometry, and flow conditions on the efficiency of the assembly process. As mentioned previously, in an actual system we assume that tile motion far away from the attraction point is stochastic and hence the initial position and orientation of a tile are not determinable prior to assembly. We would therefore like to design an assembly scheme where successful assembly events occur over the broadest range of initial tile conditions. In order to do this, we considered numerous different assembly schemes and quantitatively evaluated them over a range of initial tile conditions using two docking parameters, as described below.

A. Simulation conditions

Figure 5 shows the assembly chamber used in our experimental system. The experimental assembly chamber had inlets along the bottom and sides of the chamber, a single outlet port, and a shape-matched, angled substrate where assembly occurred. The chamber design and flow patterns examined in simulation were different from those used in experiments though the overall chamber and tile dimensions were similar. For our simulations, we consider the different tile shapes, assembly chamber designs, and flow fields listed in Table II. The simulation assembly schemes were chosen to study different aspects of the DHFSA process including the design of inlet and outlet ports, substrate design, and tile shapes. The arrows in the assembly scheme figures indicate regions where flow enters and leaves the assembly chamber. We considered two tile shapes, namely, squares (Table II, schemes A1, A2, B1, B2, C1, and C2) and regular hexagons (Table II, schemes D1 and D2) with channels through them. The pattern of channels in the tile is based on the outlet configuration in the chamber to allow for subsequent assembly around a tile that has previously been assembled on the substrate. The final position of the tile will depend on flow conditions such as the inlet flow pattern in the chamber and the configuration of the outlet. We looked at two different inlet flow configurations in our simulations. The first consisted of flow entering the chamber from a single large inlet directly above the flow outlet in the chamber (Table II, schemes A1, B1, C1, and D1). The second consisted of flow entering the chamber from numerous side inlets located orthogonal as well as in line with the main flow outlet (Table II, schemes A2, B2, C2, and D2). The reason for considering these two inlet schemes was to examine the effects of both a vertical inlet configuration and a horizontal inlet configuration. Additionally, we also looked at different outlet configurations, namely, a single port outlet on a flat substrate (Table II, schemes A1 and A2), a dual port outlet on a flat substrate (Table II, schemes B1 and B2), and a dual port outlet on an angled, shape-matched substrate (Table II, schemes C1, C2, D1, and D2).

In all the cases, the tile being assembled was a silicon tile in water, with length $l = 500 \mu m$ and thickness $2h = 30 \mu m$ in a chamber of dimensions $6l \times 10l \times 0.1l$ ($3 \ mm \times 5 \ mm \times 50 \ \mu m$). The peak inlet velocity into the

![Figure 5](http://example.com/fig5.png)

FIG. 5. (Color online) Comparison of 2D simulations and experiments. The left column shows tile movement through a microfluidic chamber in simulation and the right in experiment. The arrows indicate the fluid inlets and outlets in the system.
large single inlet port used in schemes A1, B1, C1, and D1 was $V = 1.5 \times 10^{-3}$ m/s, while the inlet velocity used in schemes A2, B2, C2, and D2 was $V = 1.5 \times 10^{-2}$ m/s. These values were chosen to minimize the time needed to carry out the simulations, but the velocity did not affect the path of the tile since the fluid regime is Stokesian for the velocities we considered. Additionally, the magnitude of these velocities was of the order of the velocities obtained in the experiments described previously, as determined by flow visualization methods.

In order to evaluate the assembly schemes, we considered a range of initial tile conditions which were defined by two angles of rotation, $\varphi$ and $\psi$ (Fig. 6). The angle $\varphi$ refers to different tile positions spaced radially from the center of the chamber at angles of $0^\circ$, $15^\circ$, and $30^\circ$. The angle $\psi$ refers to the initial tile orientation, given by the rotation of the tile
about its own center of gravity. We looked at initial tile angles ranging from $\theta_{\text{lower}}=-45^\circ$ to $\theta_{\text{upper}}=45^\circ$ for square shaped tiles and from $\theta_{\text{lower}}=-30^\circ$ to $\theta_{\text{upper}}=30^\circ$ for hexagonal shaped tiles, which represent the range of unique tile orientations for these tile shapes.

A tile positioned directly above the outlet ($\varphi=0^\circ$) is expected to show the same assembly patterns for tile orientations symmetric with respect to the $\varphi=0^\circ$ tile orientation. This is because the tile experiences a symmetric flow field at this position for all the assembly schemes studied. However, as the tile position moves away from the outlet ($\varphi=15^\circ$ to $30^\circ$), the tile experiences an asymmetric flow field with changing $\psi$, and hence assembly patterns are not expected to be symmetric with respect to the $\varphi=0^\circ$ orientation.

Therefore, although the target locations studied here were always along the centerline of the assembly chamber, the range of tile orientations and positions examined introduced asymmetric assembly patterns in our system, which could otherwise have been obtained by using target locations that were asymmetric with respect to the centerline of the chamber.

**B. Docking parameters**

Successful assembly of a tile on the substrate requires the orientation and position of the tile to match with those of the target substrate on assembly. In order to quantify the successful assembly of the tile, we have defined two docking parameters, $D_{x,y}$, which is the “translational docking parameter,” and $D_{\theta}$ which is the “rotational docking parameter.” The assembly schemes considered here deal with the fluidic aspect of assembly, and our simulations do not account for any shape matching or collisions that can occur at the time of assembly. The docking parameters are therefore evaluated when the tile first touches the substrate, after which shape matching and collisions would control the final assembly process. If $x$ and $y$ are the positions of the center of gravity of the tile at the time of assembly and $\theta$ is the orientation of the tile, then we define the docking parameters as

$$D_{x,y} = \frac{\sqrt{(x-x_{\text{0}})^2 + (y-y_{\text{0}})^2}}{l},$$  
$$D_{\theta} = \frac{|\theta - \theta_{\text{0}}|}{\theta_{\text{upper}} - \theta_{\text{lower}}},$$  

where $x_{\text{0}}$ and $y_{\text{0}}$ are the coordinates of the center of gravity of the tile at the intended assembly position, $\theta_{\text{0}}$ is the final orientation of the tile at this position, and $l$ is the tile dimension. The docking parameter $D_{x,y}$ represents the translation a tile needs to undergo in order for it to be seated at the correct target location, while the docking parameter $D_{\theta}$ represents the rotation the tile needs to undergo for it to be correctly docked. $D_{x,y}$ has been nondimensionalized with respect to the tile length $l$, while $D_{\theta}$ has been nondimensionalized with respect to the maximum rotation a tile needs to undergo to return to its initial orientation [i.e., $(\theta_{\text{upper}} - \theta_{\text{lower}})]$. This is dependent on the tile shape: For instance, for a square tile, this angle is $90^\circ$, for a hexagonal tile, it is $60^\circ$, and for an irregularly shaped tile, it could be $360^\circ$.

In the limit of successful assembly, the final positions and orientations of the tile match those of the intended tile position and orientation (i.e., $x=x_{\text{0}}$, $y=y_{\text{0}}$, and $\theta=\theta_{\text{0}}$) and hence we have

$$\lim_{x=x_{\text{0}}, \ y=y_{\text{0}}, \ \theta=\theta_{\text{0}}} D_{x,y} = \lim_{x=x_{\text{0}}, \ y=y_{\text{0}}} \frac{\sqrt{(x-x_{\text{0}})^2 + (y-y_{\text{0}})^2}}{l} = 0,$$  
$$\lim_{\theta=\theta_{\text{0}}} D_{\theta} = \lim_{\theta=\theta_{\text{0}}} \frac{|\theta - \theta_{\text{0}}|}{\theta_{\text{upper}} - \theta_{\text{lower}}} = 0.$$  

For all other cases, $D_{x,y}$ is $0$ and $D_{\theta}>0$, since $x \neq x_{\text{0}}$, $y \neq y_{\text{0}}$, and $\theta \neq \theta_{\text{0}}$. A theoretical upper bound can be obtained for $D_{x,y}$ and $D_{\theta}$ in the following manner. For $D_{x,y}$, the maximum value of the numerator is given by the maximum chamber dimension which is $L$. Therefore $\max(D_{x,y}) \sim L/2$. For $D_{\theta}$ the maximum value of the numerator is $(\theta_{\text{upper}} - \theta_{\text{lower}})/2$, and hence $\max(D_{\theta})=0.5$.

Figure 7 compares the final tile location of a successfully assembled tile with those of tiles assembled by two other schemes, assembly A and assembly B. From the figure we see that the tile location at the end of assembly B is closer to the tile location at successful assembly as compared to the tile in assembly A. As a result, the docking parameter values for the tile in assembly B are closer to zero in value than for those in the tile in assembly A. The docking parameters are thus a means by which to compare different assembly schemes, though the comparison must take place across different initial tile conditions rather than for a single case of assembly. A scheme which gives $D_{x,y} \approx 0$ and $D_{\theta} \approx 0$ for most initial tile positions is better than a scheme where $D_{x,y}$ and $D_{\theta} \approx 0$ for most cases of assembly. The docking parameters do not give us an absolute measure of successful assembly, and it is not possible to predict the range of docking parameter values that indicate successful assembly. This is because other factors such as final shape matching between tile and substrate and the nature of the collision occurring also have an effect on the final assembly process. Rather, the docking parameters serve as a means of comparing the probability of successful assembly occurring for different assembly schemes. To summarize, the lower the docking parameter values for a given assembly process across different initial
tile conditions, the more likely it is that the process leads to successful assembly. The above docking parameters were used to compare the different assembly procedures listed in Table II for various initial tile configurations as discussed below.

The results of our simulations for the different assembly schemes considered are shown in Figs. 8–11. The graphs in these figures show the variation in $D_{x,y}$, $D_{\theta}$, and $D_{x}/H$ with initial tile angles for the different assembly schemes. Figure 8 shows the results for assembly schemes A1 and A2, Fig. 9 shows the results for schemes B1 and B2, Fig. 10 shows the results for schemes C1 and C2, and Fig. 11 shows the results for schemes D1 and D2. The variation in the two docking parameters is shown as a function of initial tile orientation $\psi$ for each of the three tile positions given by angle $\varphi$. The effect of the inlet flow patterns and the different outlet configurations on tile assembly is discussed in more detail in Secs. IV C and IV D.

FIG. 8. (Color online) $D_{x,y}$ and $D_{\theta}$ for schemes A1 and A2: [(a) and (b)] scheme A1; [(c) and (d)] scheme A2.
As mentioned previously, we considered two different inlet flow patterns as shown in Table II, the first consisting of flow entering the chamber from a single top inlet directly above the flow outlet in the chamber (schemes A1, B1, C1, and D1) and the second consisting of flow entering the chamber from numerous side inlets (schemes A2, B2, C2, and D2). For a tile positioned directly above the outlet ($\varphi = 0^\circ$), it is seen that the two docking parameters are symmetric about a $0^\circ$ initial tile orientation ($\psi = 0^\circ$) for all the assembly schemes, as expected.

More generally, the schemes which had flow coming in from multiple side inlets (schemes A2, B2, C2, and D2) were found to have significantly lower values of the translational docking parameter, $D_{x,y}$ [Figs. 8(c), 9(c), 10(c), and 11(c)], for different tile positions, as compared to the other schemes.
where flow only entered the chamber from a single top inlet (schemes A1, B1, C1, and D1) which had much higher values of $D_{x,y}$ [Figs. 8(a), 9(a), 10(a), and 11(a)]. Although the latter schemes showed low values of $D_{x,y}$ when the tile was positioned directly above the outlet, the $D_{x,y}$ values were found to dramatically increase with increasing $\varphi$, indicating deteriorating assembly as the tile moved its position away from the center of the chamber. For instance, the $D_{x,y}$ parameter had a maximum value of 0.25 for the A2 assembly scheme with the side inlets [Fig. 8(c)], while it had a maximum value as high as 0.74 for the A1 assembly scheme with the single top inlet [Fig. 8(a)]. The effect of the side inlets was, however, more significant on the $D_{x,y}$ docking parameter than on the $D_{\theta}$ parameter. As such, no significant trends were observed for the rotational docking parameter, $D_{\theta}$, for the different inlet flow configurations.

FIG. 10. (Color online) $D_{x,y}$ and $D_{\theta}$ for schemes C1 and C2: [(a) and (b)] scheme C1; [(c) and (d)] scheme C2.
D. Effect of outlet configuration

Different outlet configurations were studied using the assembly schemes listed in Table II, namely, a single port outlet on a flat substrate (schemes A1 and A2), a dual port outlet on a flat substrate (schemes B1 and B2), and a dual port outlet on an angled, shape-matched substrate (schemes C1, C2, D1, and D2). For a tile positioned directly above the outlet, the effect of a dual outlet port on a square tile was to cause a tile having an initial tile orientation close to $0^\circ$ ($\psi \sim 0^\circ$) to assemble on a substrate at a final angle approaching $0^\circ$. This effect is observed in the relatively flat profiles of the $D_\theta$ graphs for these schemes near initial tile angles of $0^\circ$ for $\phi=0^\circ$ [Figs. 9(b), 9(d), 10(b), and 10(d)]. The effect of the single outlet port, however, was to cause a square tile having...
an initial tile orientation close to 45° ($\psi \approx 45^\circ$) to assemble on a substrate at a final angle approaching 45°, which can be seen in the relatively flat profiles of the relevant $D_\theta$ graphs near initial tile angles of 45°, for $\varphi = 0^\circ$ [Figs. 8(b) and 8(d)]. Hence it was found that a single port outlet configuration tended to rotate a square tile to a 45° final angle when possible, while a dual port outlet configuration tended to rotate a tile to a 0° final angle. This indicates that a single port outlet is useful for assembly of a square tile on an angled substrate, while a dual port outlet is useful for assembly on a flat substrate.

By contrast, for the hexagonal tile, the strongly linear profiles of the $D_\theta$ graphs indicates that the fluid flow does not significantly rotate the tile as it moves toward the outlet. Thus the tile orientation at assembly is similar to the initial orientation of the tile [Figs. 11(b) and 11(d)]. Therefore the dual outlet configuration only has a significant effect on the rotation of a square tile, while it does not tend to change the orientation of a hexagonal tile.

**E. Effect of tile shape**

Two different tile shapes were studied in these simulations, namely, a square tile shape (schemes A1, A2, B1, B2, C1, and C2) and a hexagonal tile shape (schemes D1 and D2). By comparing Figs. 8–10, which show the variation in the docking parameters for square tiles, with Fig. 11, which shows the same for hexagonal tiles, the following results may be observed. First, the values of the translational docking parameter, $D_{xy}$, for different initial tile positions and orientations tended to be lower for the hexagonal tile shape, indicating that the hexagonal tile performed better than the square tile in terms of translational docking. However, upon comparing the rotational docking parameter, $D_\theta$, it was found that the hexagonal tile did not undergo significant rotation due to the flow field, as discussed previously. This lack of rotation is probably due to the increased number of sides in a hexagonal tile as compared to a square tile and could be useful in designing future assembly schemes where an alternative method that does not directly involve the use of fluid motion (such as using the shape of the hexagon) is used to deterministically control the initial orientation of a hexagonal tile upstream of the assembly site. Subsequently, fluid flow can be used to transport and assemble the tile at the desired location without changing its orientation.

Figures 12 and 13 show tile locations as a function of time for tiles having initial orientations $\psi = 45^\circ$ (for square tiles) and $\psi = 30^\circ$ (for hexagonal tiles) and initial position $\varphi = 30^\circ$. The black outline squares and hexagons indicate the target tile locations while the arrows indicate fluid outlets. The flow lines shown here are pathlines, and the effect of multiple side inlets on the final tile position and orientation can be clearly seen here. Figure 12 shows the path of a tile moving through the chamber with a single top inlet (schemes A1, B1, C1, and D1), while Fig. 13 shows the path of a tile moving through the chamber with multiple side inlets (schemes A2, B2, C2, and D2), with the images showing the variation in the tile position with time as the assembly process progresses. We can characterize the time taken for a tile to assemble by defining a nondimensional time constant for the assembly process as $t_0 = l/V$. Then, the time it took for tiles to assemble was found to be between 4$t_0$ and 6$t_0$ for the schemes with a single top inlet (schemes A1, B1, C1, and D1) with $t_0 = 0.333$ s. Similarly for the schemes with multiple side inlets (schemes A2, B2, C2, and D2) with $t_0 = 0.333$ s, assembly time was found to be between 40$t_0$ and 60$t_0$. The images in the above figures show the tile position at the beginning, halfway through, and at the end of the assembly. Multiple side inlets are seen to improve the translational docking of the tile, placing the tile nearer the final target location as compared to a single top inlet. However, similar trends in terms of rotational docking are not seen, and the side inlets do not pose a clear advantage over the top inlet in terms of rotational docking ability.

**F. Quantitative comparison of assembly schemes**

In order to evaluate which scheme led to the most number of successful assemblies, a histogram showing the mean values of the two docking parameters for all initial tile conditions (both position and orientation) was plotted for the different assembly schemes studied (Fig. 14). The error bars in the histogram plot indicate the standard deviation in the docking parameter values for these schemes. This figure shows that schemes A2, B2, C2, and D2 have lower values of both $D_{xy}$ as well as the standard deviation of $D_{xy}$ as compared to schemes A1, B1, C1, and D1, respectively. This indicates, as previously discussed, that assembly schemes with multiple side inlets (schemes A2, B2, C2, and D2) led...
to more successful translational docking, both in terms of number of successful docking events as well as degree of success, compared to assembly schemes where there was a single top inlet directly above the outlet. Also, on comparing the different assemblies, we found that scheme D2 had the lowest mean value of \( D_{x,y} \), making it the most successful scheme of the various schemes considered in terms of the translational docking parameter. Schemes A2 and B2 were also found to work well, with a low mean value of the \( D_{x,y} \) docking parameter and low standard deviation. Thus, the use of inlet jets orthogonal to the direction of desired tile motion worked well in directing the tile to the target location.

There was, however, a large amount of scatter in the \( D_{\theta} \) values for all the assembly schemes considered, indicated by the large values of standard deviation in the \( D_{\theta} \) histogram, and there was no clear indication of which scheme had the best rotational docking capabilities. However, a good trend did emerge when the assembly schemes were judged based on both the translational and rotational docking parameters. It is clear from Fig. 14 that schemes B2 and D2 were among the most successful assembly schemes, combining good translational docking and rotational docking properties. As mentioned previously though, the hexagonal tile in scheme D2 did not undergo significant rotation due to the flow field, while scheme B2 showed a definite tendency to rotate the square tile to a 0° angle. Thus scheme D2 can be used to successfully assemble a hexagonal tile provided an alternate scheme exists to initially orient the hexagonal tile. Similarly, scheme B2 can be used as a successful assembly scheme for square tiles.

V. CONCLUSIONS

The work we have presented here describes a 2D fluid mechanics model that predicts the motion of a tile through a fluidic chamber due to translational forces and rotational torques on the tile while capturing relevant 3D effects, as was seen by comparison with 3D simulations and experimental results. This 2D approach serves to significantly reduce computational time and resources and as such is more amenable for extension to a multitile environment. The model was also used to quantitatively compare different assembly schemes using two docking parameters. Since the initial tile position and orientation in an assembly chamber are stochastic, we attempted to arrive at an assembly procedure that led to successful assembly over the broadest range of initial tile conditions. On comparing different assembly schemes, it was found that the use of side ports in a chamber, with inlet jets orthogonal to the direction of tile motion, gave the most successful tile assembly results. Additionally, it was found that these jets were successful in correcting the initial orientation of a square tile, and the use of a dual outlet configuration served to align the square tile on a flat substrate. It was also found that the flow field did not significantly affect the initial orientation of a hexagonal tile which docked at angles similar to the initial angle of the tile.
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