In this study the wetting behavior of converging-diverging and diverging-converging capillaries is investigated numerically using an in-house written, finite-element code. An interface tracking procedure based on the predicted change in the total liquid volume, to update the interface location, and Cox's formulation, to determine the dynamic contact angle and the interface shape, is proposed and used. Flow simulations revealed that both converging-diverging and diverging-converging capillaries exhibit significantly slower wetting behavior than straight capillaries and that any deviation in the capillary diameter necessarily tends to slow the overall wetting speed. This behavior was attributed to local regions of very low capillary pressure and high viscous retardation force when the capillary diameter at the interface was significantly larger than the capillary diameter over the upstream fluid. Though the local wetting velocities were different, when equivalent capillaries were compared it was found that both converging-diverging and diverging-converging capillaries had the same total fill time independent of the number of irregular regions, suggesting that the simple model is sufficient for predicting the overall effect. The influence of surface tension and contact angle on the total wetting time was found to be similar for both straight and irregularly shaped capillaries.
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1. INTRODUCTION

Studies on the dynamics of capillary wetting can be traced back about 80 years ago to the first basic understanding of the laws of capillarity developed by Lucas (1), Washburn (2), and others (3, 4). While the equations developed in these original studies (or some variant thereof) are still of practical interest (5, 6), many recent studies, for example works on flip chip underfilling (7–9), crystal growth (10), and extrusion processes (11), have examined capillary-driven flows via more general numerical simulations and free surface tracking.

Due to their geometric and analytical simplicity, many capillary-driven flow studies have focused on symmetric and uniform cross-sectional geometries. In reality, however, most capillaries do not have a constant diameter or cross-section shape. Surface tension-driven wetting phenomena in porous media such as soil, insulation materials, and diapers are significantly influenced by the varying cross section of the capillary. Out of necessity then, a number of works concerned with these and similar phenomena have extended these models to consider irregular geometries. Mason and Morrow (12) reasoned that a triangular cross-sectional geometry had several indicative features of a general pore and developed a model for determining the exact meniscus shape in such a geometry. Turian and Kessler (13) studied 1-D capillary-driven flow in a uniform but noncircular capillary tube. In a later work, Mason and Morrow (14) examined the effects of lengthwise geometric irregularities (including a converging-diverging geometry) on the mean interfacial curvature. Lin and Slattery (15) also considered a converging-diverging geometry as part of their model for two-phase flow through porous media. All of the above studies have focused primarily on determining the interfacial shape and the resulting capillary pressure, rather than modeling the interface progression or dynamic wetting over long distances.

In this study the surface tension-driven, dynamic wetting in converging-diverging and diverging-converging capillary tubes will be examined via finite element based computational flow simulations. Rather than focusing on the instantaneous interface shape, we examine the fundamental influence of the upstream geometry on the internal flow field and its resulting influence on the dynamic progression of the interface. Difficulties associated with tracking surface tension-driven flows over long distances will be discussed. A simple interface tracking method, based on the change in total liquid volume, is proposed. The proposed method allows for tracking of the interface location over long distances without excessive computation time.

2. NUMERICAL METHOD

Figure 1 is a schematic of two capillaries with varying cross sections along their length, namely a converging-diverging capillary (a), where the entrance and exit regions have a larger diameter than the intermediate region, and a diverging-converging capillary (b), where the entrance and exit regions have a smaller diameter than the intermediate region. The interface location,
marking the boundary between the liquid and the air regions, at a particular time is as illustrated in the figure. For the purposes of this study, we ignore any hydrodynamic effects caused by the air upstream of the interface, as was done by Lowndes (16), and concern ourselves only with the liquid region upstream of the interface, which we define as the computational domain at a particular time, $\Omega(t)$. For an incompressible liquid, the equations governing axis-symmetric flow within this domain are given by

\[
\frac{1}{R} \frac{\partial}{\partial R} (R V_r) + \frac{\partial V_z}{\partial Z} = 0, \quad [1]
\]

\[
\frac{1}{R} \frac{\partial}{\partial R} (R \tau_{rr}) + \frac{\partial \tau_{rz}}{\partial Z} - \frac{\partial P}{\partial R} + F_r = 0, \quad [2a]
\]

\[
\frac{1}{R} \frac{\partial}{\partial R} (R \tau_{rz}) + \frac{\partial \tau_{zz}}{\partial Z} - \frac{\partial P}{\partial Z} + F_z = 0, \quad [2b]
\]

where $V_r$ and $V_z$ are the nondimensional velocity components in the $r$ and $z$ directions, respectively, $P$ is the nondimensional pressure, $F_r$ and $F_z$ represent external body forces applied to the fluid continuum, and $R$ and $Z$ are the nondimensional coordinate directions which have been scaled by the entrance radius $r_o$ ($R = r/r_o$, $Z = z/r_o$). By ignoring the transient and convective terms in the momentum equations, [2a] and [2b], we have limited ourselves to low Reynolds number flows which is consistent with the cases of interest to this study. In the absence of any additional applied body forces, $F_r$ and $F_z$ are replaced by components of the nondimensional gravity force in the $r$ and $z$ directions, respectively. For Newtonian fluids, the relevant components of the stress tensor are given by (again in a nondimensional form)

\[
\tau_{rr} = 2 \frac{\partial V_r}{\partial R}, \quad [3a]
\]

\[
\tau_{rz} = 2 \frac{\partial V_z}{\partial Z}, \quad [3b]
\]

\[
\tau_{rz} = \frac{\partial V_z}{\partial R} + \frac{\partial V_r}{\partial Z}. \quad [3c]
\]

To account for the Laplace pressure difference at the free interface, we apply a vanishing tangential stress boundary condition and balance the normal stress with the capillary pressure,

\[
\tau_{nn} = 0, \quad [4a]
\]

\[
\tau_{nn} = \frac{1}{Ca} \left( \frac{1}{R_1} + \frac{1}{R_2} \right), \quad [4b]
\]

where $Ca = \mu \nu_0/\gamma$ is the capillary number, $\mu$ is the viscosity, $\nu_0$ is a reference velocity, $\gamma$ is the surface tension, and $R_1, R_2$ are the local, nondimensional radii of curvature, and the subscripts $n$ and $t$ represent the directions normal and tangential to the interface. A no-slip velocity boundary condition ($V_r = V_z = 0$) is applied at all points along the capillary wall and the appropriate symmetry boundary conditions ($V_r = \partial V_z/\partial R = 0$) are applied at the axis of symmetry shown in Fig. 1. At the capillary inlet we apply a zero gradient boundary condition for the $z$ component of velocity ($\partial V_z/\partial Z = 0$) and a zero radial velocity condition ($V_r = 0$). For most interface tracking methods a slip condition must be applied at or near the solid-liquid-gas three-phase contact line in order to allow the interface to advance with time (7, 16, 17). As will be discussed in Section 2.1, if we are concerned only with the bulk liquid motion the interface tracking approach used here avoids this difficulty.

### 2.1. Interface Tracking Approach

As alluded to earlier, a number of different free surface tracking methods have been applied to surface tension dominated flows, such as those considered here. In cases where the interface shape and contact line information for steady flows are of primary interest, such as those studied by Lowndes (16) and Tilton (18), rather than the bulk fluid motion (as is the case here), the normal stress iteration has proved successful. Tay et al. (7) used a Marker and Boundary method, based on the Marker and Cell technique detailed by Welsh et al. (19), for tracking dynamic interfaces in capillary and pressure-driven flows. In their method, surface markers are placed along the interface and then advected forward at each time step using a kinematic condition equivalent to

\[
\Gamma(t + \Delta t) = \Gamma(t) + \frac{\partial \Gamma(t)}{\partial t} \Delta t. \quad [5]
\]
where $\Gamma(t)$ is a vector describing the location of a particular surface marker, $\partial \Gamma(t)/\partial t$ is the nodal velocity of the marker as calculated at time $t$, and $\Delta t$ is the time step. At each time step the interface shape is reconstructed based on the new location of the surface markers, $\Gamma(t + \Delta t)$, and the new radii of curvature are calculated at each point for use in Eq. [4b]. While very general and applicable to a number of cases, when applied to surface tension-dominated flows the kinematic update schemes like this one require that both the interface location and the shape are determined based on the interfacial velocities at the previous time step. As a result relatively small time steps are required to ensure that the interface shape does not become too distorted. Significant interface distortion can lead to oscillations in the interface velocity, since the flow solution is strongly dependent on the calculated radii of curvature from Eq. [4c]. This limits the ability of these methods to track capillary-driven flows over long distances, with reasonable computational resources.

In this study, a volume displacement approach has been used to avoid this difficulty by tracking only the changes in the system volume and independently determining the interface shape. In general, given the system volume at a particular time, $Q(t)$, the system volume at time $t + \Delta t$ can be estimated by calculating the volume flow rate into the system at time $t$, $\partial Q(t)/\partial t$, and multiplying by the time step, $\Delta t$.

$$Q(t + \Delta t) = Q(t) + \frac{\partial Q(t)}{\partial t} \Delta t. \quad [6]$$

Given $Q(t + \Delta t)$, the new interface location can be determined relatively easily if an approximation to the interface shape can be obtained. While in many cases this may not be possible, for flows in thin capillaries we can assume a spherical interface and approximate hydrodynamic influences on the global interface shape via a dynamic contact angle, $\theta_d$, from Cox’s formulation (20),

$$g(\theta_d, \lambda) = g(\theta_e, \lambda) + C \alpha(t) \ln(\varepsilon_s^{-1}) + O(Ca), \quad [7a]$$

$$g(\theta, \lambda) = \int_0^\theta \frac{db}{f(\beta, \lambda)}, \quad [7b]$$

$$f(\beta, \lambda) = \frac{2 \sin \beta(2(\beta^2 - \sin^2 \beta) + 2\lambda(\pi - \beta) + \sin^2 \beta) + (\pi - \beta)^2 - \sin^2 \beta)}{4(\pi - \beta)^2 + \sin(\pi - \beta) + \sin \beta \cos(\pi - \beta)} \quad [7c]$$

where $\theta_e$ is the equilibrium contact angle, $\lambda$ is the ratio of air and fluid viscosities ($\lambda = \mu_{air}/\mu_{fluid}$), and $\varepsilon_s$ is the ratio of the microscopic slip length, $s$, to a macroscopic characteristic length of the flow system. In Eq. [7a] we calculate an instantaneous capillary number using the interfacial velocity from the previous time step. For the systems considered here an obvious choice for the macroscopic characteristic length is the average channel radius. In previous drop spreading studies (21–23) the microscopic slip length was found to range from approximately 1 to 5 $\mu$m. Numerical experiments conducted here revealed that within this range the choice of the microscopic slip length does not significantly affect the overall result; thus for consistency all simulations were conducted with $s = 1 \mu$m.

While this volume displacement approach is limited to cases where the interface shape can be approximated via some independent formulation, it does have a number of advantages over some of the more complex free surface methods, for the cases of interest here. Since the interface shape and location are being reconstructed based on the system volume, rather than the interface velocities, from the previous time step, much larger time steps can be used resulting in less computationally expensive tracking of capillary flows over long distances. In addition, since the interface velocities are not explicitly required to calculate the volume flux, difficulties with the proper application of a slip condition and the mesh refinement required to capture the proper slip length are avoided (16, 17).

### 2.2. Comments on Computational Method and Resources

The system of Eqs. [1] through [4b] was solved using the finite element method with isoparametric, 9-node bi-quadratic velocity and 4-node bilinear pressure elements (24) using an in-house written code. In all cases a 200-$\mu$m initial displacement was taken as the initial system volume (i.e., the initial condition on Eq. [6]). To minimize computational time, a base mesh was formed initially over the entire capillary domain and the elemental matrices were computed for each element. At each time step then the integrations were only carried out over the elements in the region nearest the interface that had been refined to match the interface shape. By this method, the computational time was minimized without losing information on the flow behavior upstream of the interface. Numerical experiments were conducted in order to ensure that the results were independent of both the mesh size and the time step discretization. In general the most efficient scheme was found to be the one in which the time step (from Eq. [6]) was adjusted based on the interfacial velocity, so that at higher interfacial velocities a smaller time step was used and vice versa. For a typical run the real time step varied from as little as 0.001 s at the channel inlet to as high as 1 s near the termination of the computational domain. All simulations were run on a 1000 MHz Pentium III machine with 512 Mbytes of RAM and typically required 2 to 3 h per simulation. For further details on the computational procedure the reader is referred to Appendix A.

### 3. VERIFICATION OF NUMERICAL METHOD: RISING OF A LIQUID IN A CAPILLARY

In order to verify the interface tracking technique and the numerical code, the rising of a liquid subject to gravity in a capillary of uniform cross section will be used as a test problem. In the limit of low Reynolds number, this capillary rising problem is described by the Lucas-Washburn equation (6),
where $h$ is the height of the capillary rise, $D$ is the capillary diameter, $\rho$ is the liquid density, and $g$ is gravity. For a detailed discussion regarding the applicability and solution methods for this equation, the reader is referred to Zhmud et al. (6).

Figure 2 compares the solution to Eq. [8] with that predicted from the numerical model described above (for graphical clarity some simulation data points have been omitted) in a 100-µm-diameter capillary for a number of different surface tension values ranging from 10 to 70 mN/m with $\theta_c = 30^\circ$, $\rho = 1000$ kg/m$^3$, and $\mu = 0.001$ kg/ms. Simulations were terminated when the relative change in the height of capillary rise over the course of one time step was less than 0.01%. As can be seen in all cases the numerical predictions are essentially identical to the solutions of Eq. [8], thereby suggesting that both the numerical code and the interface tracking procedure are valid. In some cases, a slight lagging, not visible in Fig. 2, of the simulation result behind the solution to Eq. [8] was observed. This was attributed to the constant contact angle assumption implied by Eq. [8]. The introduction of a dynamic advancing contact angle, which is larger than $\theta_c$ for an advancing interface, tends to increase the interfacial radii of curvature, thereby reducing the value of the capillary pressure, Eq. [4b], and resulting in slower progression of the interface.

### 4. Dynamic Wetting in Converging-Diverging and Diverging-Converging Capillaries

The main purpose of this study is to investigate dynamic wetting in capillaries with irregular cross sections. Specifically, this study will focus on converging-diverging and diverging-converging capillaries as illustrated in Fig. 1.
diameter region immediately following the small diameter region (the exit region for the converging-diverging capillary and the intermediate region for the diverging-converging capillary).

This is further illustrated in Figs. 5a and 5b, which compare the interface velocity as a function of displacement for the converging-diverging capillary (5a) and the diverging-converging capillary (5b). In each case the velocity results are compared with those for a straight capillary with a diameter equivalent to that in the entrance region of the irregular capillaries. As expected over the first 20 mm, where the diameters are equivalent, the results are identical. Then, as the intermediate section is entered, a rapid increase in velocity is observed for the converging-diverging capillary and a rapid decrease in velocity is noticed for the diverging-converging capillary.

This result can be explained by examining the changes in the viscous, $F_v$, and capillary, $F_c$, forces applied to the liquid continuum as the interface passes from one region into another. For the cases considered here the viscous and the capillary forces can be approximated by the following proportionals,

$$F_v \propto \frac{\mu V_{ave}}{D_{cap}^2}, \quad [9a]$$

$$F_c \propto \frac{\gamma}{D_{int} L}, \quad [9b]$$

where $V_{ave}$ is the interface velocity, $L$ is the distance between the atmospheric reservoir and the interface, $D_{cap}$ is the capillary diameter upstream of the interface, and $D_{int}$ is the capillary diameter at the interface. For straight geometries, it is apparent that for increasing capillary diameter the $1/D^2$ term in the viscous force will decrease more rapidly than the $1/D$ term in the capillary force term. The weaker viscous force (resistance force to flow) and the stronger capillary force (the driving force of the flow) act to increase the velocity, resulting in a faster interface progression. This is supported by the results shown in Fig. 4 where clearly the 100-µm-diameter capillary reaches the end of the simulation domain significantly earlier than the 50-µm capillary.

FIG. 4. Interface progression with time for converging-diverging, diverging-converging, and two straight capillaries. $D_{max} = 100$ µm, $D_{min} = 50$ µm, surface tension = 30 mN/m, $\theta_e = 30^\circ$, and $\mu = 0.001$ kg/ms. Upper image shows irregular capillary layout.

FIG. 5. Interface velocities for a (a) converging diverging capillary and a 100-µm-diameter straight capillary and a (b) diverging converging capillary and a 50-µm-diameter straight capillary. Upper image shows irregular capillary layout.
For the converging-diverging capillary, when the interface enters the intermediate zone it is apparent that the capillary force will be proportional to \(1/D_{\text{min}}\), as is shown in Fig. 6. Since most of the liquid is in the entrance zone the viscous force will be dominated by the upstream diameter and thus be proportional to \(1/D_{\text{max}}^2\). As a result the capillary force increases faster than the viscous force and hence the flow velocity increases, as was shown in Fig. 5a. Conversely in the diverging-converging capillary at the same location (again see Fig. 6), the capillary force is proportional to \(1/D_{\text{max}}\) while the viscous force is dominated by \(1/D_{\text{min}}^2\), resulting in the deceleration in the interface velocity shown in Fig. 5b. As the interface advances further downstream and enters the exit region, the opposite effect occurs where the capillary force is now proportional to \(1/D_{\text{max}}\) and the viscous force is dominated by \(1/D_{\text{min}}^2\) for the converging-diverging capillary resulting in a slowing of the interface velocity and vice versa for the diverging-converging capillary.

As is discussed in Section 2.1 (Eq. [7]), the dynamic contact angle is a function of the equilibrium contact angle, the system thermophysical properties, and the instantaneous interfacial speed. In the absence of a significant line tension of the three-phase contact line, the equilibrium contact angle should be independent of the capillary cross-sectional area (i.e., the radius of three-phase contact line). However, when the capillary cross-section area changes, the interfacial speed changes and hence the dynamic contact angle changes. The dynamic contact angle change will in turn affect the capillary force driving the liquid flow. This approach ignores the geometric discontinuity at the converging-converging and diverging-diverging points where the contact angle and interfacial radius suddenly change. Such points may have a localized effect on the flow; however, this is beyond the scope of this study.

In Fig. 7 the displaced volume (i.e., the wetted volume) as a function of time is shown for the same four capillaries shown in Fig. 4. As expected the displaced volume in the converging-diverging capillary is higher than that of the diverging-converging capillary over the majority of the simulation; however, the same volume is reached at the end of the computational domain. Of interest here is the fact while the average interfacial velocity of the 50-\(\mu\)m capillary is significantly higher than both the converging-diverging and the diverging-converging capillaries, as shown in Figs. 4 and 5, the total displaced volume tends to be significantly less than that of the converging-diverging capillary, while it is comparable to that of the diverging-converging capillary.

4.2. Influence of Intermediate Zone Diameter

Figures 8a and 8b illustrate the effects of the magnitude intermediate section diameter on the interface progression with time for the converging-diverging capillary and diverging-converging capillary, respectively. With the exception of this diameter, the simulation conditions are identical to those listed above; however since the angle \(\alpha\) was fixed at 0.5\(^\circ\), the regions between the entrance and intermediate zones and the intermediate and exit zones (where the diameter changes) are slightly larger for the smaller \(D_{\text{min}}\) in Fig. 8a and the larger \(D_{\text{max}}\) in Fig. 8b. In both cases as the diameter of the middle region begins to approach that of the entrance and exit regions, the average interface velocity over the simulation domain increases until it reaches a maximum when \(D_{\text{min}} = D_{\text{max}}\). From this result it is apparent that in cases where the termination points are of equivalent diameter, any deviation in the cross-sectional area of the capillary will tend to decrease the overall wetting speed and therefore the fastest wetting will occur in uniform capillaries.

4.3. Multiple Irregular Regions

In the majority of cases of interest, such as wetting phenomena in porous media, multiple regions of geometric irregularity can be expected over the relatively long wetting distances discussed here. Therefore, we extend the developed model to consider...
multiple converging-diverging and diverging-converging regions along the capillary length and compare their wetting behavior in Figs. 9a (converging-diverging case) and 9b (diverging-converging case). As in Section 4.1., the physical parameters for the simulations are $\gamma = 30$ mN/m, $\theta_e = 30^\circ$, $\rho = 1000$ kg/m$^3$, $\mu = 0.001$ kg/ms, with $D_{\text{min}}$ and $D_{\text{max}}$ equal to 50 and 100 $\mu$m, respectively. The lengths of each individual region and the angle $\alpha$ were selected such that the total length of the 100-$\mu$m sections and 50-$\mu$m sections were equivalent for all cases.

In both Figs. 9a and 9b the same trends discussed in Section 4.1. can be observed for the capillaries with multiple irregularities. As expected in all cases the wetting speed increases as the interface enters a smaller diameter region from a larger diameter and decreases for the opposite case. When the two figures are compared it is also apparent that all cases reach the termination point at exactly the same time, independent of the number of irregular regions. Thus while the local wetting velocities will not be accurately predicted, a simple single converging-diverging capillary model is sufficient to predict the total wetting time independent of the total number of irregular regions, so long as a representative $D_{\text{max}}$ and $D_{\text{min}}$ can be obtained.
Figure 10 demonstrates the influence of surface tension and contact angle on the time required to completely wet a converging-diverging or diverging-converging capillary with the same geometric properties as those discussed in Section 4.1 (i.e., $D_{\text{max}} = 100 \, \mu m$, $D_{\text{min}} = 50 \, \mu m$, $\alpha = 0.5^\circ$, and $\mu = 0.001 \, kg/m/s$).

### 4.4. Influence of Surface Tension and Contact Angle

In this study, the surface tension-driven, dynamic wetting of converging-diverging and diverging-converging capillary tubes was investigated through finite-element-based numerical simulations. A simple interface tracking and reconstruction procedure has been described. This procedure tracks changes in the total liquid volume in the capillary to determine the interface location and uses Cox’s formulation to determine the dynamic contact angle. The numerical code and interface tracking procedure are verified by examining the rising of a liquid in a vertical capillary and comparing the results with the well-known Lucas-Washburn Equation.

In general, it was found that the surface tension-driven flow was significantly slower in both converging-diverging and diverging-converging capillaries than in straight capillaries with comparable diameters. The difference was attributed to the slow interface advancement when the liquid enters a larger diameter region from a smaller diameter region, where the capillary force is at a minimum and the viscous force is at a maximum. By comparing different values for the diameter of the middle section of the capillary, it was determined that for capillaries with equivalent inlet and outlet diameters the fastest wetting will always occur in straight capillaries and any deviation in the capillary diameter along its length will slow the wetting speed. In addition, it was found that while the local wetting speeds differ significantly the total wetting time is independent of the number of irregular regions along the capillary length, suggesting that a simple converging-diverging model is sufficient for predicting this quantity. The effects of contact angle and surface tension on the total wetting time of the converging-diverging and diverging-converging capillaries were found to be similar to those for straight capillaries.

### 5. CONCLUSIONS

In this study, the surface tension-driven, dynamic wetting of converging-diverging and diverging-converging capillary tubes was investigated through finite-element-based numerical simulations. A simple interface tracking and reconstruction procedure has been described. This procedure tracks changes in the total liquid volume in the capillary to determine the interface location and uses Cox’s formulation to determine the dynamic contact angle. The numerical code and interface tracking procedure are verified by examining the rising of a liquid in a vertical capillary and comparing the results with the well-known Lucas-Washburn Equation.

In general, it was found that the surface tension-driven flow was significantly slower in both converging-diverging and diverging-converging capillaries than in straight capillaries with comparable diameters. The difference was attributed to the slow interface advancement when the liquid enters a larger diameter region from a smaller diameter region, where the capillary force is at a minimum and the viscous force is at a maximum. By comparing different values for the diameter of the middle section of the capillary, it was determined that for capillaries with equivalent inlet and outlet diameters the fastest wetting will always occur in straight capillaries and any deviation in the capillary diameter along its length will slow the wetting speed. In addition, it was found that while the local wetting speeds differ significantly the total wetting time is independent of the number of irregular regions along the capillary length, suggesting that a simple converging-diverging model is sufficient for predicting this quantity. The effects of contact angle and surface tension on the total wetting time of the converging-diverging and diverging-converging capillaries were found to be similar to those for straight capillaries.

### APPENDIX A: COMPUTATIONAL PROCEDURE

As detailed in Section 2.1, in this study a simple volume displacement approach combined with Cox’s formulation has been used to track the interface location and shape with time. Detailed below is the computational procedure used to implement this approach.

1. At the beginning of each time step an initial dynamic contact angle is assumed based on the value at the previous time step and an initial computational mesh is formed.
2. The flow field is determined by solving Eqs. [1] and [2] subject to the stress conditions at the interface defined by Eqs. [4] over the current mesh.
3. From the current flow field, the volume flux into the computational domain is calculated and multiplied by the time step, $\Delta t$, to determine the volume of liquid entering the system. This

### TABLE 1

<table>
<thead>
<tr>
<th>Capillary Type</th>
<th>$t_{\text{wet}}(\gamma = 70 , mN/m)$</th>
<th>$t_{\text{wet}}(\gamma = 10 , mN/m)$</th>
<th>$t_{\text{wet}}(\gamma = 30 , mN/m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-D capillary ($\theta_e = 30^\circ$)</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Straight capillary ($\theta_e = 30^\circ$)</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>C-D capillary ($\theta_e = 80^\circ$)</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Straight capillary ($\theta_e = 80^\circ$)</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
</tbody>
</table>
value is then used to determine the interface location at the end of the time step.

4. Based on this estimated displacement the capillary number is calculated and then used to calculate the dynamic contact angle based on Cox’s formulation.

5. If the dynamic contact angle calculated in 4 is the same as that used in 2, with some specified tolerance, the interface location is updated and steps 1 through 5 are repeated until the simulation is complete. Otherwise the computational domain is remeshed based on the updated value of the dynamic contact angle and steps 2 through 4 are repeated until convergence on the contact angle is obtained.

APPENDIX B: NOMENCLATURE

\[ Ca = \frac{\mu v_0}{\gamma} \]

\[ D \] capillary diameter [m]

\[ D_{cap}, D_{int} \] capillary and interface diameters [m]

\[ D_{min}, D_{max} \] minimum and maximum capillary diameters [m]

\[ F_r, F_z \] nondimensional general body forces in the \( r \) and \( z \) coordinate directions

\[ F_v, F_c \] viscous and capillary body forces

\[ Q \] volume flow rate \([m^3/s]\)

\[ R, Z \] nondimensional coordinate directions \((R = r/r_0, Z = Z/r_0)\)

\[ R_1, R_2 \] nondimensional radii of curvature at the interface

\[ V_r \] nondimensional velocity in the \( r \) direction \((V_r = v_r/v_o)\)

\[ V_z \] nondimensional velocity in the \( z \) direction \((V_z = v_z/v_o)\)

\[ g \] gravitational constant \([m/s^2]\)

\[ h \] height of the capillary rise \([m]\)

\[ s \] characteristic dimension of the flow system \((s = r_0)\)

\[ r, z \] coordinate directions \([m]\)

\[ t \] time \([s]\)

\[ v_o \] reference velocity \([m/s]\)

\[ v_r \] \( r \) component of velocity \([m/s]\)

\[ v_z \] \( z \) component of velocity \([m/s]\)

\[ \varepsilon \] microscopic slip length \([m]\)

\[ \gamma \] surface tension \([N/m]\)

\[ \lambda \] ratio of viscosities, \( \mu_{air}/\mu_{fluid} \)

\[ \mu \] viscosity \([kg/ms]\)

\[ \theta_e, \theta_d \] equilibrium and dynamic contact angle \([degrees]\)

\[ \tau_{nn}, \tau_{rr}, \tau_{zz} \] nondimensional components of the stress tensor
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